Homework 5

[ 100 points - due by 11:59 pm, Sunday, March 5, 2017 ]

Submit these files to the CS submission system at the usual place by 11:59. You may work on your own or with 1-2 partners on the programming portions of this assignment. (The reading/response is individual only.) Groups larger than 3, please split into smaller groups! Remember that partners need to work in the same physical location, share composition time equally (or each compose on their own machines) and be fully equal owners and producers of their work. *Have fun treeing (and foresting)!*  [cs35 homepage](https://www.cs.hmc.edu/~dodds/cs35/)

**Downloads**

There's one (zipped) starter file to download -- grab it at the start of class & follow along:

* [The zip file, hw5.zip, to start all of this week's problems…](https://drive.google.com/open?id=0BwPWh-3AmiLxbVVNSmdaeHJtWG8) (now updated!)

Note for example starter file iris5.py:

* Line 179 and 180: dtree should be rforest
* ImputeLearn code giving TypeError (probably just delete this from starter code, sort of confusing)

**Submission**

**Overview** Again we ask you to submit a zipped archive named **hw5.zip** and we've standardized the filenames:

**digits5.py** [**lab** problem] askin you to use decision trees and random forests to model the digits

dataset, digits5.csv (a slightly altered version of last week's data) … In particular, building from the in-class iris.py example (provided), you should find (a) the values of max\_depth (for trees and random forests) and the value of n\_estimators (for random forests) via cross-validation. Provide one decision-tree image and an image of the importance of the various pixels (feature importance). **Extra**: draw some of your own digits, reduce them to 8x8 and see whether they're correctly classified!

**titanic5.py** This asks you to extend the Titanic-dataset analysis using decision trees and random forests.

For this problem, you should experiment with different ways of *imputing* age data for passengers whose outcomes are known (but whose ages are not). Compare mean-filling, median-filling, kNN,and RF as methods to impute data. Then, as with the digits dataset, use cross-validation to find reasonable parameters for a single DT and for RF. Include both a decision-tree image and the feature importances of your columns from RF.

**owndata5.py** Here, you should choose a dataset that interests you and that is suitable for predictive modeling.

Run (at least) three different experiments that predict one feature based on the other features available, using a decision tree, a random forest, and a neural network. Again, share at least one decision tree image for each of your two experiments and share the RF feature importances for each of your two experiments.

If you're not sure what data to use, consider the ["old-movies MovieLens" data](http://www.gregreda.com/2013/10/26/using-pandas-on-the-movielens-dataset/), add your own scores to it, and let us know what your model predicts you'll like -- and how much… . (**Extra**: use kNN and/or imputation, too, if you'd like/as appropriate).

As usual, submit your reading response in its own spot at the [submission site](http://cicero.cs.hmc.edu/).

As always, extra-credit is available for posting code and a write-up of any one of these problems to your GitHub repository (be sure to let us know you've done this -- and provide a direct link)

**Problem 0**: Machine learning and social media? *Cambridge Analytica* [5 pts]

This week's reading offers warnings/counterpoints to last week's ML optimism.

Read this [NYTimes article](https://www.nytimes.com/2016/11/20/opinion/the-secret-agenda-of-a-facebook-quiz.html?_r=0) on the application of machine-learning to social-media data and, in particular, the possible influence that [Cambridge Analytica](https://cambridgeanalytica.org/) had on 2016's presidential elections and Brexit votes. Some believe that the data analysis and targeting was [decisive](https://motherboard.vice.com/en_us/article/how-our-likes-helped-trump-win). Others, [not so much](https://www.bloomberg.com/view/articles/2016-12-08/no-big-data-didn-t-win-the-u-s-election). Then, consider the quote near the end of this [source research](http://www.pnas.org/content/110/15/5802.full):

*"the predictability of individual attributes from digital records of behavior may have considerable negative implications, because it can easily be applied to large numbers of people without obtaining their individual consent and without them noticing. Commercial companies, governmental institutions, or even one’s Facebook friends could use software to infer attributes such as intelligence, sexual orientation, or political views that an individual may not have intended to share."*

Do you agree with these potential negative implications? In your opinion, what *balance of responsibility* -- among individuals, social media sites (e..g, Facebook), and ML practitioners -- do you feel would best suit the situation? As with each week's reading, responses should carefully considered, but need not be very long: a 4-5 sentence paragraph is wonderful.

**[Lab problem] Problem 1: DTs/RFs for handwritten-digits data**

[30 pts; EC available for classifying *your own* handwritten digits...]

* This problem asks you to run/write your code in the **digits5.py** file.
* There aren't any unknowns this time -- unless you try the EC with your own digits
* This problem works with the digits5.csv dataset, similar to last week's digits.csv (but without any unknowns).
* [**Overall goals/tasks**] You'll notice that the digits5.py file has less starter code than iris5.py (our in-class examples). As with last week, you should use the iris5.py example to create both a DT and an RF model for the digits dataset -- and then share some of the insights those models provide. In more detail:
  + Remember that there are 64 input columns (X) and one output column (y) in the digits5.csv dataset. This week, all of the correct labels are provided.
  + First, build a DT model of the dataset and create an image of a model decision tree with a max\_depth of **4**. Include a screenshot as digitsDT.png (or any type)
  + Then, just as with last week, add loops to the cross-validation step so that the scripts is finding the average of at least 10 different cross-validation runs for each set of model parameters. Be sure to use the score for the *\_testing\_* portion of those cv runs (for both the DT and RF modeling).
  + Then, again similar to last week, find the model parameters that produce the best cross-validation results:
    - Find **max\_depth** for the DT model
    - Find **max\_depth** and **n\_estimators** for the RF model
    - Be strategic about the values you check -- you *won't* want to check n\_estimators from 1 to 200 striding by 1 each time! But, you *will* probably want to stride by 1 in your max\_depth search.
  + When you've found a reasonable choice for "best" parameters, create one DT and one RF model for all of the data. Include in a comment how well your best DT and RF did at the predictions for the digits (was it as good as kNN last time?)
  + **Include** the values (pasted into the bottom of your file) of the feature\_importances\_ from both your DT and from the RF. The feature\_importances\_ are, themselves, an image! (though you'll just see the floating-point pixel values…)
* ***EC Option***: For up to +10 points extra-credit, use your mouse and a drawing program OR take a photo of ten of your own hand-drawn digits. Then, run and report how well your DT/RF models classify your own handwriting! To get an image named digit.png resized into 8x8 pixels and then extract the 64 values (from 0 to 15), use this bit of code:
  + **Code!** Save the code below as **three.py**. Here's **three.png**: ![three.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACYAAAApCAYAAABZa1t7AAAFWklEQVR42s1YWyhlbRjeMjkMMS5ohBs51ES54UJCKVJcYG6knGooUXIoFyjlxoU0ceFqGlyImCaM85kYBoMZh8lxnM/n8+n9e95aUv9ae6219/7r3/W22Xvt73u+93ve532+T0P/05dGlx89PT1xPD4+cjw8PDwH/he+/8+BCRPd3d1Rb28vFRYW0vv378nb25ucnJzIxsaGLCwsyMrKijw8PCglJYXa29v5eV0BauQAIQsAExcXR2/evCGNRqM4ADgnJ4eur69VA9RIATo5OaGPHz/Su3fvVIERC2R2ZmaGt1lnYACFFb59+1ZvQC/D0tKSvn37xjugEzD88OzsjKKjow0KDPH69Wuanp5WlDlRYIeHh1RdXa1qUmNjYzIyMpJ9Lioqim5ubmQ5Jwrs+PiYfv36RS4uLv8a2NzcnHx9fSk5OZmKioro06dPVF9fT1++fKGqqipKT08nLy8vSWC2trbMX7ktFeXY5eUlLS8vU0ZGxvOAbm5ulJqaSrW1tdTS0kLd3d00ODhIIyMj9OPHD47h4WHq6emhpqYmSktLk9zO3d1dur+/V1+V0J+9vT0aGBigsLAwKikpYeJCNsbHx2l+fp7+/v1LW1tbPMn+/j7Hzs4Ora6u0tTUFJWVlYkCg+5tbm7KapwoMJDz/PycVlZWaGxsjEZHR7ncAQYAUByo3NvbW165EJgM2d7e3mYBFgMWFBREGxsb/FvVwPADTAQAyAgCvAAYfC7VdoTugIyCi2LA8vPzGTie00n5BdXHAAj8LVdJggYmJiaKggLYoaEhrnqdOCbWJ5W8AB4F8erVK1Fg4eHh9OfPH6aJnJZpDGVTMBG2G01cSufq6uqY+DrpmFz2BKvzkmcIkDkmJkZSv5AtaCM0UklbUmx7MOCHDx9YIK2trcnT05N17fv375yBgoICSVB4vrm5mdbW1hQ7DUUcA/lDQ0MlJ3Z3d9fahnJzc1lulGZLETAMBMLq2rixIHQHcEuNL5M1iuAOBtYVWGBgIJWXl7MwQyIMBgyrhOI7OzvrZXlgu7Ozs2UVXzEwEBstpKKigkmsryfLzMxUlDlZjmEQKDUaM2wNXIY+wHBoQaPXW2AxALYT5J2YmGCXERkZyQcNHE4gqPD0sM5KwcFOyYmsRqmqC67h9+/f1NfXx7rU2NjI3gvx9etXKi4upvj4ePLx8eHMaJMXGARtWdOoaTlYJbYVWzE7O8tKDqAIZBMNGgYSoGHNHR0dRYGZmZk9V6nBWhIGu7q6otPTU+6NwjsAI6PwcAAMby+VMTs7OzaZ2syi6iYudTUAwJACOIeGhgatBxOYSDkXazB3Ifg3ZA99VAqUvb09dXV1yfp+jbasvLwo0XZZIjyPbQwICJAEhQquqalhhwsKqCK/0LRNTU2ZpBBVV1dXCg4OpqSkJL5QqaysZJKjhx4dHXFVxsbGStpp4diGLYYeIluq5QIZwmoMfQrPy8ujnz9/8kkKxaNKYIVsoboMCQonI8FhKAElCgyVBUNnKFDgHLYdB2glXl8rMLgJfQGBowkJCXwyB9nBRZ1tz8uMmZiYSJ52tAUKICQkhD5//kz9/f0MCuKr1O5o5RhUGV4e1YaTTWlpKdtjeP6IiAjy9/dnrXJwcOCeiGbu5+dHWVlZ/HxnZyef4CEfsNNqQUlWJURyaWmJJicnny9LcI8BrnR0dFBrayu7DDRxSAAW0NbWxhlCz1xcXGRJuLi4ULV9sjqGFaL7YwuEyxJUFLYYWVhYWKC5uTnuidAlNHF8tr6+TgcHBwwImRdE2WCXw0J7eXlZgoAowpthYgBHZrFVeMdn+P7l3YY+r38A5ZdtDw186voAAAAASUVORK5CYII=)

**#**

**# three.py**

**#**

**from PIL import Image**

**im = Image.open( "three.png" )**

**print("im is of size", im.size)**

**im\_resized = im.resize( (8,8), Image.BICUBIC )**

**ir = im\_resized**

**for row in range(8):**

**for col in range(8):**

**r, g, b, a = ir.getpixel( (col,row) )**

**pixstring = "{0:3d} ".format(r) # cool Python formatting!**

**print( pixstring, end="")**

**print()**

* + As you draw your own, do be sure to draw thick enough lines (and/or small enough squares) in order to preserve the digit data all the way down to 8x8!
  + Image guide to thicknesses of digits: ![threethrees.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAdcAAAD5CAYAAAB1VX8zAABATUlEQVR42u2dCXhcZb3/g+xLWVWEsooFZRmogGXHUVqgAlMru4NULCOy2FAUiKyGpY6sYXOkQCiYUhq2FDBQSIGwBSEUIhgpqQS9FRowesfrzb039/5//3zezEnOpHNmJm0mmUm+n+c5T9Nk9nPm/b6/vcyEEEIIMaSU6SMQQgghJK5CCCGExFUIIYSQuAohhBBC4iqEEEJIXIUQQgiJqxBCCCEkrkIIIYTEVQghhJC4CiGEEELiKoQQQkhchRBCCImrEEIIIXEVQgghhMRVCCGEkLgKIYQQElfh5//9v/+X8RBCCCEkrlmE8//+7//sf//3f+0///M/7U9/+pO9+uqr9thjj9mvf/1rq6ystHPPPdd++MMf2uzZs+3SSy+1a665xm666SZLJBI2b948W7hwoS1atMieeeYZe+mll+yNN96wd955x9ra2mzFihXW2dnpHpvn8B88r/8IEnKJuRBCSFyLXkgRvEceecQuvvhiO+qoo+wrX/mKbb755lZWVlbQY6211rKNNtrItthiC9t2221tl112sT322MP2339/O+yww9xrmT59up122ml9Yn7ZZZdZPB63O+64w+6//36rq6uz5557zt588023Efj73/+eJtYSYyGEkLgWVEwRm//6r/+yV155xW644QY74YQTbMcddyy4iA73sc4669hWW21lX/7yl51As2lAhP/xj3/0Ca4QQgiJ62pbplhwL774orP4sAY32GCDUSemgxHdQw891K677jrnopbQCiGExHVQFuprr71mZ511ln3hC18Ys2Ka6zjuuOOcS5zPSwghhMQ1o6j+93//t9177722zz77SDzzPIj1krAlgRVCCInrKqJ6++232w477DCkwrPxxhvbNtts42KXkyZNsilTprg47cyZM+2cc86xH/zgBy7Z6MQTT7Rp06bZ1KlT7YgjjrDDDz/cDjzwQNt3330tFAq5BCmSlXh9PB7x0E033dS5qNdee+0RF9gNN9zQqqurnQtdbmIhhBjD4urFUx944AEnXGsiLuutt57tuuuuThzLy8vtlltusQcffNCV31BS8+STT1p9fb09/fTTrrymoaHBlixZ4v599tln3e8WL17s/v7UU0+5g9v/9re/dffleOKJJ+zxxx93j8dBghGP/+ijj9rDDz9s8+fPdwJHOU9VVZXLCKbs52c/+5nLEvbEPBqN2ne+8x371re+Zd/4xjeciGOp8/rHjx/vMo95P6vzOfDYH3/8sWKxQggx1sTVi6m+9dZbzkJcHRH57Gc/awcddJDNmDHD5syZYw899JATQATy+eefd9nEr7/+ui1dutRaWlrsD3/4g7333nsuCeiDDz6wDz/80P785z+7g5/b29tdGczy5cvdbd5//313+z/+8Y/W2trq7k+d6+9//3v3eG+//bZ7bMpnmpubXR3s7373Oxcnbmpqcm7al19+2dXINjY2utdEuY1fzD0h90TcE29PtBcsWGC33nqrzZo1y1nc+caesdb5XF544QVZskIIMRbElYX+n//8p7PkyHwdjGWKi5YEJyxDBAhRwvpExBC4d9991wnjX/7yF/voo4/sk08+sb/97W+ubvTf//3f3fP+61//sq6uLlfOgyuag585+D2NIbjNf/zHf7iD+ySTSXd/DkpheDyaSPDYHJ9++ql7ro6ODnesXLnSWY+8hr/+9a8u4ejf/u3f3OvyxByBR8j9Is7rR7zZdCDaiDWbBIQZIcZaxiKmbjZfVzTW8G233ebep0RWCCFGmbh61iqCuPPOO+ctqtSwEh/F5Yp1h/WHZYjliChhcSJgCBzihzAilP/zP/9j3d3dq3ROytYxyX8M7LTkdXwaePAcAw+ee+DhCbkn5gOFHBHn9XvCzftBqBFoBBkR5j0jtgjtz3/+cxs3blzen+Oee+7phFtJT0IIMUrEFbFCNIg35isGu+++u6trxVWKoOLixT2L1YdViAAhSIiUX0iLtZtRvkI+ULR5b4gxAsx7ZiOBlYu1Pnfu3EFtVLbcckvn0pbACiFECYurl7BEXDHfLGDEAlHFSiVeiRhgnWLF4Z71xHQstQb090rG8sXCZZNBnJcYLW7ifF3sEydOdJ+hXMRCCFGC4srijRgSI6X/bq5Fn7IWbktSEqJK8hAxSq9BPoKqPrv9GxbcyVixuHqx7BlIMHnyZFeSk+uzvvvuu93nKYEVQogSEVfPyqJd4Ze+9KW8Gt9TV0o5DtmtWKqIKm5kLKxidvWOJHzGfD7EZkmMwm1OFnJtba2b+ENdbzbvAAlYcg8LIUQJiCsCyIJ/4YUX5pXNSmehq6++2pWlkO1LBi3Zt35RFdk/byxQYs/EoUl6IsuY7GJi1XgCgj576oHlHhZCiCIWV89aZWHfa6+9corqZz7zGTv22GNd8wWyX8n6pXwFVydJPFrwB//ZE4sl6QmLlHgsHgDKlLJ5D04//XS5h4UQohjF1bOerr32Wlt//fVzCiutA3/xi1+4ZgrUc+ICJkEHcVBXoTUXWTYnxKgRWRpfMJYvW8ybGlhtaIQQoojElcWcpg2HHHJIXrFV5pIy0JzuRcuWLXMCgBDIBTz0Qkv5Dt4A3O1kEwedF/om4zFQ/FUIIUZYXL2M1fvuu89l+eYSVprcX3nllWnWKpnEXgawKMzGB9GkjIlEsa997WuBmx7aOGK9CiGEGCFxRVgpjznllFPyqqukd/DChQv7YquyVodvA4Rg0q6RphPUGjMUINM5uuiii5TcJIQQIyWuWEO0HvziF7+YU1Q322wzt2iTCYxlRAs/YquyVodXYIlls6Ehwen73/9+YGMJzo3OixBCDKO4elYQyTH5JC3tt99+dv/997tmEFhNxP5krY6cwGKVMjiAeHem88VMWgRYrmEhhBgmcWVxxrXIgPFcosoiTW0ljeVJpCHex329TGAxMrCpoSkHXa822WSTjOeORhScJyGEEAUWVwSROClN9HMJK8POGQVH8gwlIDQ1UN1qceAlN5FQlunc0TIRt73G0gkhRIHFlQWZnrVk+uZqCPHtb3/bdQRi/igDx0l4ohRE1mpxievll1+e8RwyJ1fiKoQQBRRXr8yGXr+4eXMlLVFiQycgGsjTSJ5WfLJWi09cSVhipmum8/ijH/3IDXSXuAohRAHE1RNWJqzk6g2Mq5ikJeaK0hCCBvLqCVyckKGNuz7oXNLsXwlNQghRAHH1MoLvuOOOnCPi6AvMvFWSlvwlNhLV4oNzQqb2iSeemPFcTpgwwd599113DtkYCSGEGCJx9YT13nvvdTHUIFFdb731rLy8vM8N/NFHH7lYnqzV4oXziniuu+66Gc/prFmzXFY3AqxzKIQQQyiuiCMJSYhnkLCOGzfONdxnTisZxLiBlbRU/FYrrvpTTz014zndeOONnbu4o6PDeR6EEEIMkbgijrh3s/UI3nLLLe1Xv/qVa7hPNrBXuypLp7hh0/Taa68Fxs9POukk1+SDPs/aJAkhxBCJKwsqnXt23HHHrE337777bldmw5xQFmJlAxc/nFtcvUETi+i09fjjj7ssYTwQOp9CCDEE4uoluhx66KFZS23mzp1rb7zxhhNhhnErvlr8eDN2SU4LOrcnn3yyi8XihVAikxBCDIG4eovv2WefnbWV4c033+yEFevGS1wSpWG1EhfffPPNM55bQgAMVGD0n6bhCCHEEIirV8taXV2dtevSZZdd5lzBLMAapl1awsr5OuCAAwLP7+zZs12LSlmtQggxROLKYopobrTRRoGL74wZM1zyEjWsuIIlrKWBN2LunHPOCTy3e+yxhxsbSDctxVqFEGIIxJWFlIb62eaxEoOl3IasYFoZyrIpHWEl0ayqqirw3JLENG/ePHv//fddYprOrRBCDIG4sphijR5xxBEZF1+yhp966inXzhCXobKCS0tYST7L1raShhFvvfWWa3WojlpCCDFE4sqCysL65ptv2umnn57WjYmGAnRoYubn3/72Ny2+JSasJJ9l666FRwJXPzF0ssTl6hdCiCG0XOkhi1uwsbHRrrjiCjc8m17CP//5z53o4jZWLK50hJUh6N/97nez9oImDIBHQu5gIYQogLh6JTjMW21ra7NXXnnFWav0CybJiVpWWTWlIaoIJMMTsjUA8ZqALFiwwNW0yiMhhBAFEFe/wGLBEn+lAX9LS4v7WQlMxY/XVStoys3AtpV33XWXi7OuXLlSHgkhhCiUuPotH6xUrFgsGnVfKn5rlfrVq666yrnycwkrFivCSt9oym7kkRBCiAKLq98KIhmGg58lrMUpqpwfmn7kcgF7x6677mo1NTVp3bUkrEIIMUziKopbVPEk1NbW2p577pmXqJItPH36dHvyySdt6dKlElYhhJC4Cr+lOn/+fNtrr73yElWO7bbbzs3bfe6551wcnaxvuYKFEELiOqYFFREk/n3TTTfZzjvvnLeoMuD+lFNOcePjqGOl3EaD7IUQQuI6pkUV1y/tJs8444y8EpX8x4EHHuiSlrBWyfgmi5g6VpXbCCGExHVMiaknqGTxXnLJJVn7PGdLWLrmmmts8eLFrj55+fLlzlplfJwyvoUQQuI66sUU1yxdlBDCeDxuJ510km2zzTaDFlSO7bff3i666CLXPIIGIH/84x/to48+cvXJWKtyAwshhMR1VAsqgw/uuOMO19N3nXXWWS0x9Y4ddtjBLrjgApcFjAuZ/s+4gGkEwog5lVGJ4bq28z2EkLiKIRVVrMmzzjpr0PHTTMfuu+/uXMeIKr2gyQKmkxaWsFzAYjiElGu6o6PDHnnkEZeNft5559l3vvMdmzJlik2bNs31tT7zzDPtxz/+sV188cWuR/l1113nNpaMN+R+DQ0NruaaMZbefGiJsJC4irxE9e2333YtCbONfMvn2HDDDd1IwBtuuMG5f1966aU+USWbGFHVKEBR6OsZD8n555/vaqwZ7LGmG0Xv4LF22WUXmzFjhj399NPyugiJq8i8COGiPf7447OOe8un+QOL2DnnnGMPPvigi89SVkOzfUbEeZaqRFUU8nrm+mKQx2677TZkYprrmDx5smu/qutaSFy1CDlRpZ70tNNOW21Ldf3117e9997bleDcc889zkp94YUX3Ng/Hpt+wMRt5f4VhcbzvEyaNGnYRNV/0Czl+eef13UuJK5jWVhpzjB79mzXvGEwCwgZwt/85jdt5syZNmfOHHv44Yetvr7e1ahSTvOHP/zBuX4pqSH7l0QlLTZiOKzVG2+80W32RkJY/cdxxx3nst91zQuJ6xhciMjaHYx1iqCS4LFo0SI3sBwxpYwGC7W1tdU+/PBDlzBC5q/n+lUcSgzH9Uy4geSkkRZV/7HPPvu4fti6/oXEdYyA4GFRbr311jkXiI033tjFYe+77z6XtPHyyy87t9uyZcucmLI7J85ENyUE1atR1YIihutaJp7/5S9/Oe+cgJ122smmTp3qwhg/+clPrLKy0i699FL3MxnEsVjMJSnRipPhEd/61rfcxvLggw+2iRMnujjutttum5eFfP3116vLmJC4jhWwKD/55BP7/Oc/n3VhoC8w4+GeffZZe/311+29995z02nI9KUMAbcyC4ffQtUiIobLWiXU8Oijj9qmm26aU+TI6iXJjk0ivavZKFJWQ3yU0jAO8gTwxixZssT9jev+mWeecUl5eGoIfZBP8MQTT1hdXZ0tWLDAuX+zPS+vjURBNUUREtcxAIKIxcnuPNeixOJAshMLjZeUNFBMvcQoFjtEV2IrCi2sXGNYnLky28eNG2ezZs1ygohwvvbaa64cjEQ7PC80MGHDyMHPZLSTL8DfOD744ANX09rW1ua8NdR+Yym/9dZb1tTU5ISXvIXNN9888DVQP8tGVN8FIXEdA5YrsVGSj4466qhBZUJSWE+MFSHlIFmJkpsjjzzSuZC5HV2cJkyYYNFo1A06JwYrV7EYKmFlg8e1lU/jEixVLFKGQbS3t9vKlSvdJpFYKILH9ctmk4Of/Qd/57kYd8jt2TgSTuF6xntDFjxiS6iEBhM8X6bXsdVWW7n78H0RQuI6ikHoiJGyG8ctduqppw46WWOzzTZz9awsHLluu9FGG7n4FYucsobFmggr4nb00UfnvOYikYhz4dJNCeuTvABEEhHlGgzyrGRrg8h9PA8NB+KLUGPh8jx33nlnYOY9YRWeWwiJ6yhfpPiis/smjorolZeXD7okZ3UO6mEp7scykMiKwVyziGMuYd1ggw3spz/9qYub4v4l/DEwVDGUr8kLheBWRkCDkgR5PXINC4nrGBNY4k+0Jrz11lvtK1/5yrCUKdDAn+djwdSCI/K5Vn/4wx9mvaYQtttuu81dy8RHqbNG0AodkkBg8QSRKJXpddGchTgtLmZd60LiOoYWLeJBxKPYeZMVyXzVQw45ZFgs2fHjx0tkRdZrFKvz7rvvzhlfJfZPwhLXMtf0cJXAIN5YryeccEJgrgKuaYmrkLiOwcWLxQEXGt2VaAxBqQLJSNT8sXDl22+YGCwN+1fHkp07d65qAsUqwkXoIlu5zYEHHuimLS1dutRl/Hpu4OG6jnguMoeDxjHSrIXXpVBIca+DnrFBJjilVg888IBrmEOlBP3RCTN457GUEzQlrsN8YXGxeAkaxI9Y0EjSIOGJxBDqXakTpJCe9od+sSVh6Wtf+5orxKcVYm1trV1xxRWu8J6/DUZkKdDn/kp8El6LzsMOOyzwejnggAPcRpCF7+OPP3YekOHMyvWsVq7/oCYsuKmpK0eERXGufdQ5n3zyyVlLqvzd6vDsUWNdiiIrcR2hC83LgiQrk3IdMiGxZinbQWhZyIgtIaIkJv3mN79xuzt+z2gvbsfBz/wOVx3WL+7fwYgsixVJIBLZsYsXy7zooosyhii++MUvusYOxDO5VnG7DmezBq5LSnRYlIOuY/5GuQ7vQ40kim+9o23m6lRLeAf91clbKaU1SuJaBLs5XCQsWMSvWLworidRBCuBWlditFi3XjtECvC5HQfuE37H3ynep4ifAdS77rrroC5eWs9Ro6g62bEprnhS2NwRMkBM/VnBeFO4FrEKvcSl4fx+cN1/9atfDbx2sYJwKeIJUqZwccH5ox96vm0zsx2hUMhtnkrl/Epci0RkPWsWlxYLBC4wFjwyMVnUONi5Yen62yF61i9/J8EEgcSaxcV85ZVXDiormVgWO0QWKe3+x9YCiGXIpo1NGnHVE0880WXfnnvuuW6Dhyt4OIWL18T1Txw1V8IfJUFsDLi9GkgU13WFFy6fGv18j0suuaRk8kUkrkVs0Xpi6x3+ovxM1i9xMAQYy5c+q8SgPJGlk1O+F/Amm2ziWt5p0sjYud68OlK6IWGlUpONxUroAdHl2ir0hsu7lkn4o0PZZz/72ZzXKnFiMpd53bJai8sbQrLS6iRd5mqzSaOSUthESVxHmfWLCONiJsbBokicjLZxiGxFRYXLFh5MZjGZzIrHjh2B5dph8aKkhWQ7riE8I4VazDxB5flIziNxKigbOFPpDQ3/ly9fXtDXKAZvsbKxzyWsJKHh7j/88MNdJjo/77HHHi4skS1rHc9KKXThkriO8oUSkSUuiyWLu5iYLOO+ck3qGViCQYq8RHZsXDssXHgtiG95WcGFOO8swribaVqx7rrrDsqCOeKII1ytOO5gvDUqLSseYeV8MOkr15D7hQsXuvWIZDlvEhLCicU7b948F+/PdF9Kd0qhXl/iOoZEFncxMVlcfqS3n3766c4FnM9ittZaa7mMTCaXKOlp9F83Xn/fQpxr77q85ZZb8irJGOgWZB4sGe54Zcg1UF1rcW3MEMmg0kDi57SAxeNAyIFNPx4SDm8SEm7+b3/724FzgskLIIRR7HkhEtcxctF77mJ2lSQ+UcBNdvH8+fPdLjJfywFXD4sbrkMlPYnVvRap5R6MqLKoTp482VktuBxZjL22ixLW4jm3nA/i35QN7rvvvqsMFpkzZ47zoCGkeC1IQsOlj5eEc0rXup122inwOuAxCQPgWZG4iqJb2LgwWZiwQpubm93AaiaN4P7Nd7HbYost7Nprry2p1Hgx8njxVTKR873WdtxxR7vxxhudtUPmMjXhLMpYSdrgFZ/lijeBpDjOFzN+8Tbg+br66qtdVzrWHc4fQsx6hLheeOGFgW5g/3HDDTe4MFcpbKokrmN0geNLgGuFWlkGCuCioRkFgrnLLrvkvfDRxD0ej7saXQ1tF7nguqM8Y7BZolgseFnIJGZzOJxtF8Xg1hbioVilxMOxUvE2UFJF60q8ZmzIvelJrEEkseVzDRx00EGu9SaGQSl04ZK4juFdpiey7BxZtCj2ZmdJzISkpy233HJQliz1hnx5FJMVQdccoQnceqtb+3j88ccr7l8CAotlSZ4HXgasWHI9yPnwhNXzotG0JJ/zzoafZCe8HqXgEpa4ir7kEpJCcNXgcuHLQA/Qhx56yDUToMfnYBpRsABinSi7WAy81lh0WWSZ0LS606BIwvvlL3+pRKYiP9eIp1d7T44GVqq3Jnhzg2fPnp33fGrczFitaiIhSlJk/UlPuGDIyqS3McMB8p3Y4x377LOPG2GmEWDCw4vJETslBLHZZputdkOBiRMnupwBWbHFu6b4m+H4zxM/Y8XeddddeZ9val9vvvnmkklik7iKjDtOXC8sgrjw6G3MrhFrg0b/JCcMZhFkug9xWSU/CX+rRUouFixYYMccc8xqd/Ihy53mKJpTXHrXAesBoagpU6YM6pzT0pWMcWULi5K9+L2kJ5ITSJMnIYHC/euvvz5rI/Wgg8YV7DzlzpOHhOsKgfW8I4w/PP/8811zCJKX+Je66nzj/iy4ZL0rFFE61wEbIkIE3hg6OjYNZlNFhUMxn2+Jq8jp1kEM2WVSv8ZOk25NiCzlEcydzbddnXcwIYPkBC2EYxfOPYur5x1BZMksxUPCtcVBYh2ie9JJJ+Ud96f5ADXcchUXP3jISHpiqhfnnvGaTPSaMWOGa4OYz/mmNKdYM8clriJva4NYByU3TM3xRJbyHeImLGrZ+oFmOlg0yVJWraK8IySqkExHJjClYRw0GvDqsLnGBjYlyNZwgqQ6vC0S2eJeVzj/CKzX2AZ3LxssZlmfeeaZOWtfqZemy1Mx9pWWuIrVElkyi7FkWQCpkWUBZOdJ551cfUX9ByUZ1C/Kih3b3hGsDzwkWLPEZL3exli2bW1tLu7PRo5yr3xbJmLtMt1JfYeL+/x7OR5kFLOmsMFihi8VB4lEwg1oyHaeKRssxiQniatYI5FlASQmi2uPDFD6FuPyZVEjmzNfkT3llFPcl0uL4Ni+rgb2NfbXYXtNCUiCYtRcvtcWU1dYtOUhKe4NllcS6AktIsvGnRABc1yDNlUkw1FPW2zWq8RVrLHI8oXwXHte0Thj7ph0cd1117mSnHxH3LF4ahEUAxderykB7kM2cbgOL7vssrynO9FC0YvFitLwZLCmsKmimT/rwq9//evAtpnkfxRboqTEVQzpFwK3njfmDkuDjk+ILAvhdtttl1cWIPWPam8nBl5jnvtw5cqVLhzBBo7pTt/97nfzyjSlpnbx4sWa+1qCmyo6M1GtwPCGTOd22rRpRTcpR+IqCmLNenFZkp/YeZKowJxGkpjymcBz1FFHuUVUlobw42Wvk1hHGQexOaY74Srm2solssRhid1KYEtrU0X4idDTlVdemfG8fv3rX3fNb4rpvEpcRcFF1psly0JITSPNKPJJesJNjHUigRWZri28JN50J1zFXFv33Xefa3SS7bqizENNJ0rrfBN7Z7NNw5FM5xTvBclvxdTQX+IqhnUhJPMT9w6p9tOnT8/ZUhFLg8YTyiYWmaxY/3Qnf1bx9773vazXFo0LSmGyiuhdQ/BWVFVVBZ5PcjskrmJML4S4d3AVMyUDS4MZj0zUyWXFfv/731ccVmRceP1ZxWSuE4agjIO2iEHNJ0444QS34ZNXpPjPL94vuncFrQ0MYaeVJh4yuYXFmLZiaeSPFUujABKeqHPNJ6OY20lgRTaRZSEm9sa1RZw/FosFNpqQ9To852VgeZW3Gcr2PfbuQyOQXPNeo9GoO99KaBL6wqViKF5SCvEysjipdc3myjvwwANLZpajGNlri2Q6EmDIVA8aCjBp0iRZrwU+F2R177///rbffvulHfSO9sRwoPiyAacDHLXyuRLUyMtgk0Qds0pxhPBZsYil35V31VVXZR1DRrxW1obIdW15fWu5rti0BV1PND3R9VQY+H7joQqa20uPcRKRpk6dagcddJBrb0k3Jub15lO7zFCH+++/31m3bNTVREIIH54rj44sJKTgJibjc+utt874hfrBD36g+bAiL4HluqLemtacQXH9WbNm6Xoq0OePJcnGOd8mMoM5tt9+ezdnmsYgJLMV46Qtiasoii+il+xEhydaniGimb5U7GqLsdWZKE7LCfcwzUzoeZ3pepowYYK7ja6nwogr7lrcu0MprFi5NA8hnMTjF6trX+IqiubL6M35RDzpJxrkTjr33HOLslG3KE7rlex0+l0HxfMRX7mGhx4+U9zCiCBx1zUVVWLnZ599tmt9Sc08rRGLOWYucRVFa20ceeSRGb9kiO4bb7wha0PkfT0Re91ll10yXk/MjdVmbehB9Ngsk1iGa56ua6sjqmyKSGa85557XPISyU64gnHnF3MymsRVFJ21wZeGWNkDDzwQaG14mZ5aEEWu64nrhAWeeshM1xJN4XUtFeazx3qlNApBpE3lFVdcYTvttFNOQWUCzt577+1aWt5+++2umoANNT2GSVTD5VzsWd4SV1F0eF9IGk0cffTRgV/AeDyuWZ0i5wKPVfrEE09kvIZIdEJ4Ja6F+/wRQhIWly1bZq+++qorj7rlllvsggsusNmzZzvBpcMSv7vtttuspqbGFi1a5G5HoxlyMMgIJjkKS7hUat0lrqLoYEfKYkcNLLGycePGBXZmQYDlHhbZFnfKvRiyHtTwnRi/3MKFPQdeXTseKVz0CCZNPnDz4jmghzjCS6clLFRiqtTIMmKQnsIkO3rWaqmcJ4mrKFrrFffPO++8Yz/5yU8CrVeatMvqEEGw8cILEjQoAuuJjFMWf1FYgfW6sxEDJ2bK506yGf+SnIRlipDSI5hzhqBye85NKYmqxFUU/ZeRLxZfPhpHTJw4MVBgGUMl97DIdA1h7TAfOOjaYYAEGa3KFh5ekeXz5js78OD3HNzGE9RS/V5LXEVRWx3sXukbunDhwsCEFJqz40JSGzsx8PrB/bjBBhsEjp4j0YZrTNeOkLiKMbXLZTeLZUEMBhdekAVyzTXXFGWXFjEyIJbMeaWTT7aEOOKt6tAkJK5iTAqsV5pDwkPQIGzq4Bg5JgtEeNNUvvSlLwUKK31saW4gl7CQuIoxi989PHfu3MBCc/qMaqEc2xsxrhVKOD73uc8FCuumm25qjzzyiLNsNWVJSFzFmF40cQ+TRYi1se2222ZcNBmoLBff2L5GLrnkElt77bWzdvuh1y0lXJ7VqutFSFzFmMXfSu2MM87IuHCOHz++KEdPjRbxQpBoFUjtsXfwf87JSAoU1wZejUMOOSRn558f/ehHLsmJLHRtxITEVYgevBFWlE8EWSf8TTWLhbEKf/zjH2f8zM8666wRKYXy3MB33nlnYKMR/3Haaae5ZgU0JiA+r02YkLgKYelN2IOmbJx55plqKlEgr0FQvHv33Xcf9mQynotM32OPPTanqK677rpuY0A3IGYG492QO1hIXIXwWSq48lhUia1lWkj33HNPzecsgJCRUEZbukyDFPjdCy+8MCzWq2dFV1VV2WabbZZTWL/whS/YTTfd5FrtIaxcGxJWIXEVYgBeYtPTTz+dcTGlYQCt1ZQ1PPSWK3HNoDaCu+22W8H6PHtdenjsxx57zPbaa6+8RpUdcMAB9tBDD7l+tUxTwWJVJy8hcRUiixXFvNegcXQkq2gRHVpxo7E9gxRmzJgRKGabbLKJm2qyJpahJ6ScZ8SUGDsTbWi8P2HChLxElQ0WcWCGalOeRY00bmtZrELiKkQWcSWmGmS5UsP4l7/8Rd2aCuAxoKk6MzmZtZlN3Gj08dRTT/X1iPUOxo6RWbx06VJ7/vnnnWhiiT788MPu3wcffNDmzJljM2fOtMMPP9y23nrrQQ/WxoImwck/VJvrhefX9SAkrkJkEddsI8T2228/Z6lIXIf+c8etSg/nbG0oB85KpUvS5z//eVtnnXUGLZSDOdZbbz2LRqOugQSlNqU0VHss072iyeIVcWts71qDR+myppq4xasbravgzyVxFaN8kad9XaZFdtasWRohVgA81zCfLTHM4447rqBiOZhj7733tkQi4axhRhTyGktpqPZYJtlc5c5hVXPnmjyKJcI910KoyjoL/lwSVzFad7o9CyZWSZAltGjRIvWLLRC4Vold4trF7cqc3aBJRcNxbLfddlZRUeFCBFirvC5cz2SUl+L8zzEpri2JIRHX6kjPNRFO9PxU6OeSuIpRbD0F1Vuy2JLohGUrV2BhPn88ArhbyRymIcNdd92Vd/buUBwksVFXO3v2bBezpcSGc86wbYRfiWylKq5JiasQI4VXEnLyySdnXHinT5/urFo1kSi8wLKBodMRta9YjuXl5S62OtRiuuGGG7os4SlTpth5551n1dXVLq764osv2u9//3uXvEbtKpsuWatDS1drrYXLIlbT1Gy18ZiFOCehkJVX1fe5X91tQhGr7jkn8WjYnbOK2ra+x2itT1gs0vt77hstr7Lmju5VBC9e3+R7jrB7jj6h7O6whuq4RcPe44QtVlljK7oHiGukypqaai0WDrnbhSPlVt+azCiuve8tZJV1bWnvubO5uuf3YatpTa7x5ydxFSUDbsnOzs7ALNIbb7zRWTCKtxZeYHG7s9Hh88ZyROzq6urc8ASSyijLGdglacstt3TehV133dXFSSdNmmQHH3ywHXrooe5fegMfc8wxLlv48ssvd1m/ZBHTw3jx4sWuUQXuX7KAEVWuBVzAygQurFXpHeFIpP/neFPG23BEEi3uby3V0f7fxWIWCXm3iZpnqGZ9jqre52ipCvWLaizaK8A9R6iiIV1c+x4nbJGw93PEmjpXFdfu9rrUY8ato+8dd1tdrPd+1RJXMZZANLFagrJFSbRhwVV3puHzJGAx4iamBpYmEogsliyxb6xM3Mbz5893Ion40vsZdy4N/zmX3kHpDgciumTJEvc4nE/Kdmh3SXclBJXSGqxmRFUJS8Mlrj2WXEuvQnW11abELWatXeniWN3c4QQq2dVjUnY2WSR13/q+7Nyk1Zb3CmW0unWV56htTT1Ha036c7Q1Wl1jm/UbqqnHDnsJTP3iGq6o7ftdbSz1XDWtq4irS4JK3aemLfX6ks29jxuqtBVD8PlJXEXJWEu4e08//fTA2sply5Y5a0rx1uG3Yjk3bGwog+I8vP32285ljKX5+uuvu1GBNHTAlYtYYn0y0JyD23MQx2XGKkJNIxDqaklQQkwpv0LIeS65f4dXXCsbOvy/TYlSj0WY7L9NrLol/b6pzNxwvDHt91iMTjgj1c7tG/gc4f7n6Pttxwp33bS1NlllyB9jTYlrmhXa/xoiVc0ZxNVsRX1FmoXc0VCZZnlLXMWYAGuUhTuon+xFF13kLBsWYC28IyeyfP4kFiG0tKnE0uRfMrj5HfFRxJIuW9yOzZB3IKBYpDwG9an+JhQS1JET18SAZKPGyvAq4ppoSWa8byTRPOBBmyzMd7a81tWkBj5HvP85rLPZKsIZYvKRAeI6MKGpo9E9V5C49lmqZRU9lqrnEg5Z3YqhqTSQuIqSWLhZcC+99NKMwrr++uu7eByLuEpwRv5cea0LORf+wy+UmQ6v9aF3iOIQ1/RMXs8Fmy6uAzNwk82JNKuxX/AaesU1mm65Bj9Hl9Wk3LfRyhpraVvRs0lrs3g4g+U6QFy7WhJZLVdc2PUpN3Wioc5iZb2PMVS5xBJXURJWK+7CgUky3nHEEUc49yLWkFzCQgytuJaFK6wvv2dFfa84lsWspStYXLvaalLfz3Jr9e13G6simWOu4cr+5/AE2D1Hf2y0satPNa28LF1cvdtU1Lb2PVdDZTjjc/lfq7cJ8I7y2rYh+/wkrqLoLSFchdOmTQss15g3b55zGcslLEQBxDWVdRuviqfcqGUWSsVSg2tHfRm8oahVVVdbvDwcmMEb/Bz9lmukImF1tYm+v6e5haO+bOXyuMUrIn2JUo0ZsoX7abcK3/M3DmEJrMRVFLWw4k685557AoWVMg6yVInnySUsxNCLaywet1jIVy5TXtOXOJS1MUNXmyVi4bTvayhcbg2+3r7e/aOVwc9hHU1W7ou5hqIVVhHJ4BYui1q8MppWktObwZz9tbYkUveJ1dpQdh2WuIqiBXcwpRjjxo3LKKzUTjJJhWYGZKvKJSzE0ItrAv+vdbsNbGdy8BvY7q5k6r6Zpat/U9xtySzP0ZXs+Vtn0ne/tAfpK9XpTvY+X76vtDHlPq5s7BjSz0/iKooShJJMUxoOBFmt3/ve95zVSrmGrFYhCiOuw9UucGTeZLNFfTFkiasY1eAOpjTj61//eqCwMsqMRgOU38hqFaIQutNbJxofxeLqvcdQZcOQP7bEVRSdsJKYdOKJJwYKK5NY7r33XjdblJpJdWQSogB0d/W2mOwe5e+xo9MKMeFV4iqKSlhpHnDaaadlbeZOvSuxWNzGGoouhChGJK6iqCzWXMJ60kknWVNTkyu9kTtYCCFxFSKLsNIK79hjj80qrMRgibPSUILbyx0shJC4CpEBLE+Skmi8n01YGVH27LPPuk5M9KfVRBQhhMRViAzWKsL68ssvuxmf2YR1zz33dCPKmBtK2Q2j5ySsQowc3SuaLF4Rt8b2ruF81kElV43Ma5S4ihEWVizPa6+91jWCyCWszP9kVBmN+ZXAJMTI45WwDFsNbHdbbz/hsmje9ajD/holrmIkwVqlhIa2hdlE1ZvRisWKsDLbU72DhRhmulqdqIViNWkTZ4a9wURXS6rZQ8Sa8xXXfF5jwPuTuIqSslZJQLrhhhts4403zimskydPtsWLFzthpeSG5v3KDBZimOlu6W2UH06k1YJmHhVX6NfSZclB+IXzeo0B72/UievAeY6a7Th6rFXipQcddFBOUV177bVt5syZtmTJEncfhBWLVcIqxDAbrW11FvU104/EohaJVlqrb9RcvL7RaiqjFnLTb8JWUdM0oKdvt7XUVVk0HEpNyIlYZXVjoJXY1Vpr4Z7bVNfXWzwaTo2RYwxcl9VVRCxcXtt/32SrJSr6nzsajVksFuv5t8raunO/xmzvb9SIq5fcctVVV9nUqVNXOZqbmyWwJWqtIoyc1w033DCnsG6xxRbuto2Njc51/Omnn0pYhRgpcW2tSf+OhkKrzHHtm2LjiScN8BtW9D1GS3W0b0JNRWVF37i4cGpkXZC16T8iiRZzM1vD/mHmHRYPeVNyyq08GvK9zso0cQ16jdne36gRVxZP3H7HHXdcxkX3/PPPVyJLiYkq5/SVV16xvfbaK6eocnz1q1+1+fPn26uvvmrLly+3v//97+6cS1iFGEmFbe5zmyYzimDE6lJTztvrK1N9elPCmUzdt0ew+j2z7VYZ6k1MyhQ79Qti77i47pQrODVWLvU6ulfUOUs01GPJdqcs5NpYekw2r9cY8P5GjbgSi6N2sby8POPCO378eEsmk2oaUAIghvT7Pffcc52LN5eo0if47LPPdvHVN99809W8cq5VxypEcYhrNDWYvDODCKaNafOSjsJV7rZetm5ZOG5Nzc3OI9XU3GhVzsqMWFMyWFxj1S0D/5Imrt7tIlX9t6svL0t73HxeY9D7G1XiSoPo5557ztZZZ52MizAxOOobRfFaq5xH5quyGcrHWp04caJVV1e7Lx3x1Y8//tj+9a9/uceRsApRXOKaOVs4GXjbTC5e/yDzbOKaaElmFVez1lT2cMgqa+qsNuEZZuXOJZzvawx6f6NGXLF2sFZaW1ttv/32y3gyfvrTn7peslp0i09UOX90TpoyZUpeokq2MJbt008/bW+88YZ98MEHzg2s+KoQpSauncHi2tx7m1BFvSW7UwPTvSNgcHpw+cwAt3B7bYa1JWq1rZ2Deo2jXlxZoIm5/vnPf3bx1UwL8v777+/cjVp8i0tYsTQvv/zyvBKWOA444AC77777+qzVjz76yM1ulRtYiCIkmT3mmk24+gQwVGntAx62O6CkJl9x9VzO5dUNPUZZi7W0tFlHsjv3Yw0U0+Qoj7m6D7tncaXs4rHHHsu4KK+33npuEgq3EyMvqrhua2trbaeddspLVLfaaiu7+OKLXWw1k7UqYRWiGOnPyo1VVFpsQClOkHD1/rbLaqJeJm7MEjW1VpOoshgiWRbPGOPMV1xtRV3mtSYUtbqU9Zrfa8z8/kaVuHqJMFgzW2+9dcYPjsWcxViMnKhynt5++237xje+kZeofuYzn7EjjzzSFi5caC+99JJz/RNblbUqRGnQ3hD3fadjeYhrdb8V2N1u1eWRAetCyMoTA+thByeuHY2p1xSNW31jg9XX11miMpYS2FRCVZ6vMdP7G1XiyiJLTBWLhtrWTAt1OBx2i7JcwyOz+UEUyewNSjobeOy88872y1/+0k2zYbj5hx9+6LLCvRIbCasQJQLdkTqTg2qcn0ZXb8w1meyyofA91pWHXFJUQ5oGr7DYgKSmYXt/xSyuQDbwX//6V7v66qsDF2za52kqyvBuetjQcE423XTTvESV8pozzjjDNdynbnXZsmXO5a9MYCHEUNAU7+3eFI5WWm19gzXU11pFJNUkIlZnxRA8LCpxZeFlpBjNB4L6z7Jwt7S0qOZ1GEQVt+3dd9+dcySc/zj44INt3rx59vzzz7vzRJwcd78aQgghhoxka197xLRuThXVNkIT5opbXFl8sZLef//9wIYS3rQUrCAt1oURVTYuDz30kO2+++55i+qOO+7oWhd6CUt/+tOf3EaJLHBZq0KIQtDd1V/i01Vkua5F17gfC4fyjNdee8323nvvwMX8m9/8phNhCezQiurDDz9s++yzT96iOm7cONcsGxcwHgd6AvsTlnR+hBBjkaIbOec1lEA4FyxY4NzAQQv7JptsYlVVVbKMhmBDgyuXweT5iipJTUcffbTrB/zCCy84FzCtC/0uYJ0TIYTEtYgWexKWPvnkE1fyEdRUwn8wyoy5n1rQ8/+M+azwEJCoNJiYKsekSZPsV7/6lcsCZmIRGd5yAQshRBGLq7f4U5ZDMgzZpkEtEQc2mbjwwgud1StXZLCg/vOf/3T9f6dNm+Y+s8GI6m677WZz5sxxbQtx2/uzgOUCFkKIIhdXwALy3MOLFi3KO7lm2223tTvvvHNMNyjwBsx7YspABJKNaPywwQYbDEpQOXbYYQe76KKL7Le//a2Lq9IIAquX8yMXsBBieOi2rq7S6dBXtOLquYdxN7777rvOBTlz5sy8e9juscce9sgjj4xaN6UnoJ6I8j7J0CWx6Be/+IWdeuqp7jPIZ+xb0IG7GLf8k08+aS+++KK98847aaU1cgELIYYLb/B6ojlZEq+3rJhfHAs37Q6Jv9IWkcQZ6i6zZREPPMh8pfVeqVmyA8WTA0HDkqfcJZFIODf49OnT3UDyoLrg1TnorHTBBRc4oabBPvFshirQC1hx1bFOlzXVxC1e3Whd+jBEQS6xVitnmk6sJq2ZfktVJKA1osR1tUBUEFjqmLDMXn/9dRfzY2QZZSCDEYxrrrnGiYTnxlwdgfCLnl/4POvRf+CSJSa5YsUK1/qP19/W1uZilRz8vHz5cmtvb3cWIa5WrEMsxTvuuMO5YrFAacyw/fbbr5EVmutYa6213HzVK664os9SJQOY1+1qyHpEVb2ABT1eE+H+/q0FWVs72q21tV3iPVbpbumbVJN+DXS79omlQlkpvEivWxC1kwgQbmIsqpqaGtdvGGEYjIjQhGL27NmuUQKWIO5nvygi5tRqElskxojY/OY3v7FbbrnFrrzySps1a5bNmDHDWY3EMffdd1+bMGGCi/duvvnmqxXXHKljs802s2OPPdZuv/12e+qpp+zll1/us1QRVRLLJKrCL67pQ6uH3kJprgq55u5NSX3apWt81lo4FLHq+vq+TkoVtW09+thhDdVxi4ZT3ZVCYYtV1tiKVCi1q63OoiFfx6VozGI9R5R/Y/xbbvW+Fkyt9QmLRbzHClm0vMqaO4ojLltWKifLsxIRPtyTWHuUgTzzzDN2/fXXD6qb0MADixCR4Vh//fVLRhhX92D8G004Lr30Ujfij3h2U1OT20xgQXvuX4mqKKi4BlgorS62FrEWTZcs3askNZEmrTVhosVaqkL9ohqLWij1t1BFQ0qUawaMkAtZKHV4v/Pcwl4M1j12j/BGQv1D04shLFtWaifNs2Ip/1i5cqW99957rlynvmeHxLxQ3KejXRwHczDybfz48XbYYYe5nd+tt97qsq+J2zIC7q233nKuaSx1EpXYvCimKnKKa6SqZ0NWa7Fw76IXjvRYFK3pK1p3Z4tVlfcvoJFopTW0JbNaKDHfIhmORi0aiVpt3+N2W0tdVY/V4y3QEausbuwT+UBrSYyouFY3d/S6dLt6jrZGq2ts62+sn2xKbbB8YYauzAPMWxK+mGtn6n5lYZ8lm7Ta8t5rI1rdKnFdEyuWBB8EgZgmsUrihCTh0Jd4LIrsFlts4TKEp0yZYmeeeaZrEPHAAw/Y448/7uLUlORgodKcA3c4nxvZ2GxUlP0rBiWufddd2CJh7+eINXkrZDI1NxOrJFphFX0zPcPW2JHdQgn5fod7uLolOcBSCVtFZUVqce0R4XhjVmtJjJy4xqozf/7JjhXOU9bW2mSVoQFCuspAc09co33immyuSjv3fRu69rre68c/U1biunoi68VIcWUSJyReSDyWOGlFRYVr6TeYmGwxH7QcZJA874lY78knn+w2EsxMpQ1hXV2de99YpQgplikJYHwmJFDx+WChEkslfo2ges0fJKpisOIarqhNLX49FkMsZTHU9FoMzSkrw7+4rqivTBe8rBZKJN21l0zdtizm+31778KMG7Ar2FoSIyeuiZYBEtfZbBXhDOtbJLO4JoPENfX4kUTzgCdusjD3La8d8YS4stFwIj1XMXFChIMMVwQFccFdTObt8ccfP2zWLCJIT2SSmz73uc/ZNtts41yzNGPg2GmnndzBJBn+Tz0pt0E4eY2UD02ePNlOOeUUlzyFBTp37lx79NFHnUsXASX5iFgpo91IQkJEsUgpWSILGSFlNi5lTGw8EFM2IV7ylgRVrJG4huLWkaZ9vZZEpKrZ3SaREuDKuiZrbmq0xqYma6yrclZF722yWSiriqv3+GXhuDU1N7sNdFNzo1VFQ70WczK3tSSGX1zTy2a6rCZ1XUQra6ylbUXPet1m8XCw5Roors0J3/Xmo6OhV1yjslwLIrJkuCKyNJJHbGjV19DQ4FzGiNR5551nU6dOdfWhiB9i6BdGBgLwewSQRCmyi8lKPuaYY5y1SDMLRO9nP/uZK++5+eab7a677nLWI1NlEEEShbAkEUMOXLP5HLxGOiHhxvXEk00C74EELspjeE+4df0lPIgo75muSbh5PSHl85CYiiEX14EJTR2NblHzxDXddZx+hDOIay7LNZPL1++a9ovrKtaSKBJx7d90NXpmZVeLyxhPu56SQR6NfnHtavPCCuXW6nNONKZqYRVzHQZ3MTFZXKHUmBKXRaRoRoHrFBFD+BBCRJHDL4qIHVYi1i+WIvdB8JYsWeJEj90zwkdCFY/7u9/9zs0yRQSXLl3qkoWwJhFELGnv4HVw+H/n/xtj27A+EU82CFigJG99+umnzgr1BBRLHdduJhFd3TpeIVZHXLtaEhks15DVtyetK9nZN3Mzbe7mYMQ1ZamEKuot2Z1Me7zOVO1j5gVdFKPlGqlIWF1toi9unn4NdFg8ldQWq6y0WKTCCWirT1zTNnChqFVVV1u8PLxq7F/iWliRRXwQo3/84x9OpBAsMmQJqCN8CCGCyPHmm2+6/yOKCB1WIhnJWIoINIKHyxWLkYQghA/x5nFpGIEFiQiSKOR9+RFEDp4/6PBuw2aA5hOZxNMvoGvSCEOINRFXz/qoqO23Dhoqwz6LodvqUlmbFfXt6Xd313EuCyXihLnB53fubq9NLaSVNuARrTul1hLXYhdXdLPJyn0xV5fslmGz1t4Q93kmosZV1eq1P/Q8E11tloiF07wYoXC5NbQXR6OJsrFwoj0R8oQWwcJ1jAWIoCGECKJ38H9PDLmNJ3bcB2uY+3ui5x2e+PlFcHUPWZ+iqC3XqC8btzxu8QpfJnBqLfVnA0crE1ZbW2NVFTH3/3ifWRFkofQ+XihSbpWxmNW4xbTH6vGeNxSzRE2t1SSqeu7D7+IuZitxLR16vRlJ/55rVbq7LNlzG39OWneGG3Z3JdM8GMVC2Vg8sQMb3nMECeNAK1GiJ8a8uEZ6rYl4ZTQt7tmboeuzPhqr+91+nmXRI5iNK7oDLZQW1sfOJov57uOV4vSYr1bdV9LjHSErTzS5ukmJq5C4CiFKFzah3o/JXqshW8FLsrPXSgkcF5bBQnFlNCToZbpPylKhz6wKbYTEVQghhJC4CiGEEELiKoQQQkhchRBCCImrEEIIISSuQgghhMRVCCGEkLgKIYQQQuIqhBBCSFyFEEIIiasQQgghcRVCCCGExFUIIYSQuAohhBASVyGEEEJIXIUQQgiJqxBCCCFxFUIIIYTEVQghhJC4jgW6VzRZvCJuje1duW5pXd36vIQQQuIqcpJsrrKysjKrau7MoqttVt5zm7KyqLV06TMTQgiJa5HSWlPeI1Yhq25JDs8TdrU6gQzFasz/jMmWRG5x7WqxqBPXiDVLXIUQQuJatOKaiDpRSwyXKdjdYhEEMpywrozimkPku7ssKb+wEEJIXIuTpNVV9gqrO0IRi0UjVlnb2i+89QmLRcKpv4csWl5lzR3pwpbPbfoMz7Y6i4bK+p4zEotaJFpprV394hqvb7SantcVco8XtoqaJut/tC6rq4hYuLw2ZfUmrbYibJGKGmturOl57JB7jHDPYzatkAALIYTEdQTEtSYW6hdXXLU9R6y6xf21pTrqE8GYRfpEMWqecZnPbdLEtbUm7fnKnBjGXPzUE1fvCIf7X1tlw4q+15wI91q9nan/V0d8j1cW7hVld1TaCl3TQgghcR0JWhKRVd2xnU29rtsesarvy97tsRLLewUvWt2a320ymq/NfW7hTDFX4ql1rb1/aa+v7BX9ysa+x3di2nffHrFNiWu4sq73d93tVhnqfV0NHbqohRBC4joi4hpdJZHIy9wNxxvTbtvdXtdrGUaq7a953CYZIK4uKSniWZ/p4lrZ6FNEL4EpXJVuqfrE1f0/FLeOHO9JCCGExHVkxTUldJFEc/qNk00WRuzKa+2TPG7TlUNcM2cLJ7PcNkBcB1jBElchhJC4FqHlmhLOqgHC2dHQK5xRLNfct8llueYsxZG4CiGExLUUaa5aNeba1eYlHpVbqy/ptjF1W+Kp+dwmI8nsMVeJqxBCSFxLno7GeK9IhmNWWRGzCleK48vCDUWtqrra4uXhvoSjpk7L8zYZn9HiqaziWEWlxQaU4gSJa6fEVQghJK4lQ3e7xX3lLLGaVs98tUQsnF6qEy63Bn/v33xuk4H2hrjvPrE8xLV6tSzXxHB1nRJCCCFxzURXMmnJ5Kqi2N2VtM7OTutMBgtmPrfJcCdLdibVhF8IISSuQgghhJC4CiGEEBJXIYQQQuIqhBBCCImrEEIIIXEVQgghJK5CCCGEkLgKIYQQElchhBBC4iqEEEJIXIUQQgghcRVCCCEkrkIIIYTEVQghhBASVyGEEELiKoQQQkhchRBCCCFxFUIIISSuQgghhMRVCCGEkLgKIYQQQuIqhBBCSFyFEEKIscP/ByyV+j28g3/WAAAAAElFTkSuQmCC)

**Problem 2: DTs/RFs (and imputing) for Titanic data**

[30 pts; EC for comparing results between imputed vs. non-imputed source data]

* This problem asks you to run/write your code in the **titanic5.py** file.
* In addition, you'll include your model's estimates for the 20 missing-but-known ages (imputed)
* This problem asks you to model - and impute - a slightly different version of the titanic dataset, in titanic5.py. You may want to use your titanic.py file from last week to help.
* The goal here is to take advantage of DTs' and RFs' *modeling* capabilities -- built from the digits5 example (and from iris5), you should again
  + First, drop columns which don't have meaning relative to survival -- or which have too few data elements to be worthwhile
  + Then, use df. dropna() to get rid of rows with missing data
  + Following the previous problem's example, create a DT and RF models (for the target survival variable) with parameters found using 10x cross-validation. Include in your file (in the triple-quoted string at the bottom)
    - The average cross-validated test-set accuracy for your best DT model
    - The average cross-validated test-set accuracy for your best RF model
      * RF usually can get above 80% on the titanic data -- though *not* usually to 85%
    - A screenshot/image of the best DT (include this as titanicDT.png) In fact, this won't be in the triple-quoted string, but…
    - *do* include, in your comment, a brief summary of what the first two layers of the DT "ask" about a line of data...
    - Also, do include the feature\_importances\_ from your RF model
  + Next, *impute* the missing ages within the Titanic dataset. In order to do this, you'll need to redefine the target ('age') and features (include 'survived'). Also, since this is a floating-point value, not a category, you will want to use a RandomForestRegressor (instead of RandomForestClassifier). Make sure to remove dropna() so that the rows are not deleted.
    - Note: if you use the imputing code in the iris5.py file, you will need to be sure that all of the data is *numeric.* The line

#df['irisname'] = df['irisname'].map(transform) at the top of iris5.py will do this, when commented "back in"...

* + For the top 30 rows, the actual ages are known -- but were not provided. Include your 30 imputed ages using RF-based imputation. (How well did it do?)
  + [Here is a Google sheet with the full rows of data](https://docs.google.com/spreadsheets/d/1aB68MT_PK0VALjQl-660EE7AbqhwbRzFK5tBpYz-TUA/edit#gid=0) (including ages) for the first thirty rows. (In fact a couple of the ages *weren't* known, but that's totally ok.)

***EC Option***: For up to +2 points extra-credit, try imputing the ages with kNN (again, use a Regressor!), too -- which technique was more accurate? re-run your DT and RF analyses on the inputed data (with the new ages) -- and compare these with the original models: Which did better? By how much?

**Problem 3: DTs/RFs/NNs for your own dataset**

[35 pts; EC for anything above and beyond!]

* This problem asks you to run/write your code in the **owndata.py** file.
* For this problem, choose your *own dataset* to analyze/model with the DT, RF & NN. Don't include the data if it's huge (please do include at least a small subset, however, with which we can run your **owndata.py** file!)
* Make sure you select a dataset that interests you -- and that is suitable for predictive modeling: there needs to be something that can be predicted from other features. (However, it need *not* be causal -- correlations are all that ML *really* deals with!)
* Run (at least) three different experiments -- in precisely the styles above. In each one, predict a different feature based on the other features available, using a decision tree DT, a random forest RF, and a neural network NN.
* For DT and RF, share at least one decision tree image for each of your two experiments and share the RF feature importances (paste them in the comments at the bottom) for each of your two experiments. Please name your decision-tree images owndata1.png and owndata2.png (though with any image type)
* For NN, share the best parameters of your MLP in comments at the bottom
* Be sure to give a brief overview (3-4 sentences) of your dataset choice, what you did with it, and any insights (obvious or non-obvious) that emerged.
* If you're not sure what data to use, you may want to revisit our [page of dataset pages](https://docs.google.com/document/d/1dr2_Byi4I6KI7CQUTiMjX0FXRo-M9k6kB2OESd7a2ck/edit). Or, consider the ["old-movies MovieLens" data](http://www.gregreda.com/2013/10/26/using-pandas-on-the-movielens-dataset/), and add your own scores to it. From there, you can see what movies your model predicts *you* will like -- and how much you'll like it! (Then, tell us whether it's true, as well!)

**Extra**: For up to +5 points extra-credit, create a comparison of models with kNN and/or use imputation or other prediction approaches - whatever's appropriate for your dataset. Let us know if you take one of these routes in your overall comments!

**Extra-credit: Deep Learning with TensorFlow**

[??? pts]

TensorFlow is an open-source software library for Machine Intelligence. It was originally developed by researchers and engineers working on the Google Brain Team within Google's Machine Intelligence research organization for the purposes of conducting machine learning and deep neural networks research, but the system is general enough to be applicable in a wide variety of other domains as well. This extra credit assignment will introduce you to some of TensorFlow's basic deep learning capabilities.

To install TensorFlow, type the following in the terminal:

MAC

* conda create -n tensorflow python=3.5
* source activate tensorflow
* conda install -c conda-forge tensorflow
* pip install --ignore-installed --upgrade $TF\_BINARY\_URL
* conda install ipython

To change prompt back:

* source deactivate

WINDOWS

* conda create -n tensorflow python=3.5
* activate tensorflow
* pip install --ignore-installed --upgrade https://storage.googleapis.com/tensorflow/windows/cpu/tensorflow-1.2.1-cp35-cp35m-win\_amd64.whl
* conda install ipython

To change prompt back:

* deactivate

Take a look at the following tutorials to get a feel for how TensorFlow works. The first video just sets up the neural network, and converting what you already have learned about NNs into TensorFlow syntax (you can skip most of his talking in this video if you have a good understanding of NNs already). The second video shows how to use TensorFlow to train your model based on the data.

**To do:**

Follow along with the videos and submit the code in **tf\_tutorial.py** that trains a NN based on the minst data. The minst dataset is a database of handwritten digits that has a training set of 60,000 examples, and a test set of 10,000 examples. The particulars of the data are further explained at the beginning of the first video.

As you follow along (or after you have completed the code), add comments throughout explaining what each section of code is doing. (Note that the "Batch" training is basically the cross validation you have seen using SciKit.)

<https://www.youtube.com/watch?v=BhpvH5DuVu8>

<https://www.youtube.com/watch?v=PwAGxqrXSCs>

The link below is a written tutorial using the same minst dataset. The lines of code within are very similar to those in the video. It contains some helpful explanations and descriptions if you are confused by parts of the video!

<https://www.tensorflow.org/get_started/mnist/beginners>

He does make a few errors along the way, but he fixes them towards the end. Here they are so that you don't have to watch him debug his code.

* tf.initialize\_all\_variables() -> tf.global\_variables\_initializer() (Deprecated method)
* hm\_epochs -> range(hm\_epochs)
* '+' -> ',' when defining l1-l3 because you already added with tf.add()
* n\_nodes\_hl<1-3> -> [n\_nodes\_hl<1-3>] when setting 'biases' in hidden\_1-3\_layer because random\_normal takes in an array

Feel free to check out parts 5 and beyond from these sentdex tutorials to learn more about using TensorFlow!

**Extra-credit: Showing off your results…**

[up to +5 pts extra-credit...]

* As with each week, you're invited to include both your source code and a short write-up of one of the week's problems within your GitHub repo(s). Images and other visuals, of course, are welcome. If you do this, let us know (and provide a direct link :-)